|  |  |  |  |
| --- | --- | --- | --- |
| 13.11.2023 | | | A1-2023/01 |
| **Proposition d’amendement législatif** | | | |
| **Amendement** | **1** | | |
| **Lukas Mandl & Ioan Rares Bogdan** | | | |
| au nom du groupe PPE /au nom de la commission LIBE | | | |
| **Proposition de directive du Parlement Européen et du Conseil**  **Relative aux normes et procédures communes applicables dans les États membres au retour des ressortissants de pays tiers en séjour irrégulier (refonte)** | | | |
| **CHAPITRE VII - L’intelligence artificielle**  **Article 25 – point 2** | | | |
|  | | | |
| *Texte proposé par la Commission* | | *Amendement* | |
| Les États membres mettent en avant son utilisation pour le traitement des dossiers, la simplification et la personnalisation des procédures, la prévention des risques, l’échange d’informations et ***~~l’identification des individus~~*** dans le respect des droits garantis par la Charte des droit fondamentaux de l’Union européenne. | | Les États membres mettent en avant son utilisation pour le traitement des dossiers, la simplification et la personnalisation des procédures, la prévention des risques, l’échange d’informations et dans le respect des droits garantis par la Charte des droit fondamentaux de l’Union européenne. | |
|  | | | |
| Or. fr | | | |
|  | | | |
|  | | | |
|  | | | |
| (*Justification – moins de 6 lignes)* | | | |
|  | | | |
| *La reconnaissance spatiale permet l’identification des individus via un gabarit programmé dans l’IA. Les données extraites pour constituer ce gabarit sont des données biométriques au sens du RGPD (article 4-14). Or les risque d’atteintes à la protection des données et aux libertés individuelles en usant de tels dispositifs sont considérables, et mettent notamment en péril la liberté d’aller et venir garantie par l’article 45 de Charte des droits fondamentaux de l'Union européenne. Par ailleurs aucune AIPD n’a préalablement été faite pour cette directive.* | | | |

|  |  |  |  |
| --- | --- | --- | --- |
| 13.11.2023 | | | A2-2023/01 |
| **Proposition d’amendement législatif** | | | |
| **Amendement** | **2** | | |
| **Lukas Mandl** | | | |
| au nom du groupe PPE /au nom de la commission LIBE | | | |
| **Proposition de directive du Parlement Européen et du Conseil**  **Relative aux normes et procédures communes applicables dans les États membres au retour des ressortissants de pays tiers en séjour irrégulier (refonte)** | | | |
| **CHAPITRE VII - L’intelligence artificielle**  **Article 27 – point 2** | | | |
|  | | | |
| *Texte proposé par la Commission* | | *Amendement* | |
| L’utilisation de l’IA doit être généralisée aux frontières de l’Union. Dans un objectif de fiabilité maximale des technologies liées à l’IA aux frontières, celles-ci devront se conformer à un seuil de confiance minimal ***~~préalablement établis dans l’acte délégué~~. ~~Ce seuil différera en fonction de la finalité présumée de l’IA.~~*** Dans une volonté de limiter son utilisation à des fins répressives, elle devra respecter un seuil de confiance sévère, dont la non-conformité entraînera son interdiction.  Dans ce cadre, les États membres, ayant recours à ces technologies, garantissent l’accès pour les ressortissants à un recours effectif auprès d’une autorité nationale. | | L’utilisation de l’IA doit être généralisée aux frontières de l’Union. Dans un objectif de fiabilité maximale des technologies liées à l’IA aux frontières, celles-ci devront se conformer à un seuil de confiance minimal ***selon les normes RGPD et devra en conséquence être établi******grâce à une analyse d’impact relative à la protection des données (AIPD)*.** Dans une volonté de limiter son utilisation à des fins répressives, elle devra respecter un seuil de confiance sévère, dont la non-conformité entraînera son interdiction.  Dans ce cadre, les États membres, ayant recours à ces technologies, garantissent l’accès pour les ressortissants à un recours effectif auprès d’une autorité nationale. | |
|  | | | |
| Or. fr | | | |
|  | | | |
|  | | | |
|  | | | |
| (*Justification – moins de 6 lignes)* | | | |
|  | | | |
| *La Commission ne doit pas pouvoir décider seule du seuil minimal de fiabilité des technologies au vu des atteintes potentielles aux libertés individuelles, notamment via la divulgation ou l’accès non autorisé à des données aussi sensibles que les données personnelles et biométriques.* | | | |

|  |  |  |  |
| --- | --- | --- | --- |
| 13.11.2023 | | | A3-2023/01 |
| **Proposition d’amendement législatif** | | | |
| **Amendement** | **3** | | |
| **Lukas Mandl** | | | |
| au nom du groupe PPE /au nom de la commission LIBE | | | |
| **Proposition de directive du Parlement Européen et du Conseil**  **Relative aux normes et procédures communes applicables dans les États membres au retour des ressortissants de pays tiers en séjour irrégulier (refonte)** | | | |
| **CHAPITRE VII - L’intelligence artificielle**  **Article 27 – point 3** | | | |
|  | | | |
| *Texte proposé par la Commission* | | *Amendement* | |
| Hors usage répressif, l’utilisation de l’IA garantit aux États membres un traitement accéléré des demandes et aux ressortissants étrangers un temps d’attente plus court. ***~~Dans le but de parvenir à cet objectif et de faciliter son développement, la nouvelle technologie doit respecter un seuil de confiance assoupli déterminé par l’acte délégué~~.*** | | Hors usage répressif, l’utilisation de l’IA garantit aux États membres un traitement accéléré des demandes et aux ressortissants étrangers un temps d’attente plus court. | |
|  | | | |
| Or. fr | | | |
|  | | | |
|  | | | |
|  | | | |
| (*Justification – moins de 6 lignes)* | | | |
|  | | | |
| *La Commission ne doit pas pouvoir décider seule du seuil minimal de fiabilité des technologies au vu des atteintes potentielles aux libertés individuelles, notamment via la divulgation ou l’accès non autorisé à des données aussi sensibles que les données personnelles et biométriques. Par ailleurs, une volonté de mise en place rapide de l’IA ne doit pas faire intervenir d’assouplissement concernant le niveau de sécurité relative à la protection des données.* | | | |

|  |  |  |  |
| --- | --- | --- | --- |
| 13.11.2023 | | | A4-2023/01 |
| **Proposition d’amendement législatif** | | | |
| **Amendement** | **4** | | |
| **Lukas Mandl** | | | |
| au nom du groupe PPE /au nom de la commission LIBE | | | |
| **Proposition de directive du Parlement Européen et du Conseil**  **Relative aux normes et procédures communes applicables dans les États membres au retour des ressortissants de pays tiers en séjour irrégulier (refonte)** | | | |
| **CHAPITRE VII - L’intelligence artificielle**  **Article 28 – point 1** | | | |
|  | | | |
| *Texte proposé par la Commission* | | *Amendement* | |
| ***L’Union européenne fixe*** les conditions d’accès à l’IA et le cadre de partage de cette technologie.  Les acteurs institutionnels européens et agences européennes jouissent ***~~d’une priorité certaine quant à leur implication dans ces systèmes.~~*** | | ***La Commission régule*** les conditions d’accès à l’IA et le cadre de partage de cette technologie.  Les acteurs institutionnels européens et agences européennes ***compétentes en matière d’asile et de migratio*n** jouissent ***des prérogatives relatives à l’utilisation de ces systèmes*.** | |
|  | | | |
| Or. fr | | | |
|  | | | |
|  | | | |
|  | | | |
| (*Justification – moins de 6 lignes)* | | | |
|  | | | |
| *La Commission doit strictement faire respecter le cadre dans lequel s’inscrit l’utilisation de l’IA et en ce sens, elle « régule » son utilisation. Par ailleurs, seules les autorités compétentes doivent pouvoir avoir accès à l’utilisation du système IA dans le respect d’une stricte application de leur mission qui ne saurait être déléguée à des tiers.* | | | |

|  |  |  |  |
| --- | --- | --- | --- |
| 13.11.2023 | | | A5-2023/01 |
| **Proposition d’amendement législatif** | | | |
| **Amendement** | **5** | | |
| **Lukas Mandl** | | | |
| au nom du groupe PPE /au nom de la commission LIBE | | | |
| **Proposition de directive du Parlement Européen et du Conseil**  **Relative aux normes et procédures communes applicables dans les États membres au retour des ressortissants de pays tiers en séjour irrégulier (refonte)** | | | |
| **CHAPITRE VII - L’intelligence artificielle**  **Article 36 – point 3 (nouveau)** | | | |
|  | | | |
| *Texte proposé par la Commission* | | *Amendement* | |
|  | | 3) Le point suivant est inséré :  ***« 3) Les propriétaires des systèmes mis en place sont garants de leur juste mise à niveau. A cet effet, ils rédigent un rapport semestriel à destination de la Commission européenne, relatif à l’application de la présente directive et communique à cet effet les rapports d’erreurs associés au système. »*** | |
|  | | | |
| Or. fr | | | |
|  | | | |
|  | | | |
|  | | | |
| (*Justification – moins de 6 lignes)* | | | |
|  | | | |
| *La Commission doit strictement faire respecter le cadre dans lequel s’inscrit l’utilisation de l’IA. En ce sens, afin de garantir un niveau de sécurité maximum pour les données sensibles utilisées, les entreprises doivent pouvoir communiquer sur leurs failles de sécurité et sur les mesures prises pour les éradiquer, conformément à l’article 32 relatif à la sécurité du traitement des données du RGPD (en particulier les paragraphes 1 et 2).* | | | |